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Abstract
Flexible skin-like membranes have received considerable research interest for the cost-effective monitoring of mesoscale (large-scale) structures. The authors have recently proposed a large-area electronic consisting of a soft elastomeric capacitor (SEC) that transduces a structure’s change in geometry (i.e. strain) into a measurable change in capacitance. The SEC sensor measures the summation of the orthogonal strain (i.e. \( \varepsilon_x + \varepsilon_y \)). It follows that an algorithm is required for the decomposition of the sensor signal into unidirectional strain maps. In this study, a new method enabling such decomposition, leveraging a dense sensor network of SECs and resistive strain gauges (RSGs), is proposed. This method, termed iterative signal fusion (ISF), combines the large-area sensing capability of SECs and the high-precision sensing capability of RSGs. The proposed method adaptively fuses the different sources of signal information (e.g. from SECs and RSGs) to build a structure’s best fit unidirectional strain maps. Each step of ISF contains an update process for strain maps based on the Kriging model. To demonstrate the accuracy of the proposed method, an experimental test bench is developed, which is the largest deployment of the SEC-based sensing skin to date both in terms of size and sensor count. A network of 40 SECs deployed on a grid (5 x 8) is utilized and an optimal sensor placement algorithm is used to select the optimal RSG sensor locations within the network of SECs. Results show that the proposed ISF method is capable of reconstructing unidirectional strain maps for the experimental test plate. In addition to the experimental data, a numerical validation for the ISF method is provided through a finite element analysis model of the experimental test bench.
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1. Introduction
Traditionally, mesoscale structural systems, including aerospace structures, energy systems and civil infrastructures are investigated and maintained using break-down based and time-based strategies. An alternative is condition-based maintenance, which is known to have strong economic benefits for owners, operators, and society [2, 3]. Structural health monitoring (SHM) and life prediction are among the key components of the condition based maintenance [4, 5]. SHM is defined as the automation of damage detection, localization, and prognosis of structural systems and components. A major challenge in the SHM of mesoscale structural systems is the distinction of global versus local faults [6, 7]. Also, since the monitored mesoscale structures can be geometrically complex [7], the selection of sensors and models capable of performing SHM can be challenging [6]. Of particular importance in the development of an SHM system is the consideration of sensor density. The use of dense sensor networks (DSNs) for SHM applications have attracted interest in recent years [8, 9, 10, 11, 12]. When compared to traditional sparse sensor networks,
a DSN will provide for greater detection and localization of localized damage, including cracks \footnote{13}, material delamination \footnote{15}, corrosion \footnote{17}, and loosening of bolts \footnote{18}. While a DSN has its advantages, it faces challenges in terms of high hardware requirements, complex installation, and high data management costs. Recently, through the use of micro-fabrication techniques \footnote{8} and advances in the field of flexible electronics \footnote{20}, skin-like sensing membranes have been proposed as a solution for simplifying the deployment and utilization of DSNs. These DSNs would fully integrate sensing, data acquisition, data transmission, and power management into a sensing skin. The term sensing skin is used because of their ability to mimic the capability of biological skin to detect and localize events (e.g. damage, contact, temperature changes) over a large area \footnote{21}.

Sensing skins for SHM applications have attracted significant attention in the last few years and various sensing skins have been proposed and prototyped. These efforts have leveraged various technologies, including: resistive strain gauges (RSGs) \footnote{8}, \footnote{10}; piezoceramic transducers and receivers \footnote{22}, \footnote{23}; carbon nanotube thin film strain sensors \footnote{24}, \footnote{25}; electrically conductive paint \footnote{25}; graphitic porous sensor arrays on polyimide \footnote{19}; and photoactive nanocomposites \footnote{27}. The authors have previously proposed a fully integrated sensing skin \footnote{9} based on a novel large-area electronic termed the soft elastomeric capacitor (SEC) \footnote{28}. The SEC was designed to be inexpensive and benefits from an easily scalable manufacturing process. In contrast with traditional strain sensors (e.g. RSG, fiber optic, and vibrating wire) that measure unidirectional strain at discrete points, the SEC measures the additive strain over an area. The SEC and its additive strain signal have been used for fatigue crack detection \footnote{14} as well as damage detection and localization over large areas \footnote{29}. However, in cases where the unidirectional strain maps of a structure are desired, it is imperative that the sensor’s additive signal be decomposed into its unidirectional components. Examples where a structure’s unidirectional strain maps are needed include: the incorporation of strain data into existing strain based displacement \footnote{30} and damage detection \footnote{31} algorithms; model updating, including finite element analysis (FEA) and analytical surrogate models \footnote{32}; and material characterization \footnote{33}, \footnote{34}.

In situations where the structure’s unidirectional strain maps are needed, the main challenge is to decompose the SEC’s additive strain map into its linear strain components along two orthogonal directions. To address this challenge, the authors have previously developed an algorithm that leverages a dense sensor network (DSN) of SECs to decompose the additive strain maps. The algorithm assumes a polynomial deflection shape and appropriate boundary conditions and uses a least squares estimator (LSE) to estimate unidirectional strain maps over the DSN’s area \footnote{35}. However in certain cases, such as the complex loading conditions present in a wind turbine blade \footnote{9}, \footnote{36}, accurate knowledge of the boundary conditions can be difficult or impossible to determine. To alleviate this challenge, RSGs were added to the DSN to allow for the real-time updating of boundary conditions at key locations, therefore, forming a hybrid DSN (HDSN) \footnote{37}. This extended LSE algorithm has been demonstrated for damage detection, both numerically \footnote{36} and experimentally \footnote{9}. While computationally efficient, the extended LSE algorithm lacks the ability to reproduce nonlinear or complex strain maps due to its selection of a polynomial deflection shape function. The capability to reproduce nonlinear or complex strain maps is important as damage often manifests itself as nonlinearities in a unidirectional strain map (e.g., a thin crack in a plate) \footnote{9}.

In this study, the authors propose a generic method, termed iterative signal fusion (ISF), that overcomes the difficulty of capturing high nonlinearities in strain responses and makes strain map reconstruction suitable for local damage detection. The method adaptively fuses the different sources of strain information from an HDSN containing both SECs and RSGs to build optimum and unique unidirectional strain maps. Each step of the ISF contains an update process for the strain maps based on a surrogate modeling technique. Various potential surrogate modeling techniques are based on radial basis functions \footnote{38}, support vector machines \footnote{39}, artificial neural networks \footnote{40}, and Kriging \footnote{41}. In the field of surrogate modeling, Kriging, or sometimes called Gaussian process regression, is a method of spatial interpolation for which the approximations are modeled by a Gaussian process derived by proper covariance \footnote{41}, \footnote{42}. The authors’ previous studies showed that Kriging has strong benefits when it comes to processing data with a small number of sample points, a small number of input variables, and/or when the response shows a highly nonlinear behavior \footnote{43}. Due to these benefits, Kriging is selected in this study as the surrogate modeling technique. Since the RSG and SEC sensors are located at different locations on the surface of a structure, a simple Kriging model cannot directly be used to generate the unidirectional strain maps based on the available data. To address this
issue, the proposed ISF method adaptively finds the best unbiased prediction of unidirectional strain data at the SEC sensor locations to virtually expand the set of strain data. Consequently, the unidirectional strain maps can be generated directly from this expanded data set using Kriging, or any other surrogate modeling techniques. As with any sensor network, the placement of sensors is a critical component of an SHM system [44]. The optimal sensor configuration is one that minimizes the presence of type I (false positive) or type II (false negative) errors [45]. Therefore, it is critical to implement an optimal sensor placement strategy for determining the locations of sensors within an HDSN. For the particular case under study, a network of 40 SECs deployed on a grid (5 × 8) is utilized on an experimental test bench and an optimal sensor placement algorithm is used to select the optimal RSG sensor locations within the network of SECs. This optimal sensor placement algorithm [46], previously developed by the authors for use within the extended LSE algorithm, leverages the intuitive idea that not all potential sensor locations hold the same level of information. The key contributions of this paper are twofold: 1) it introduces an effective strain decomposition algorithm for the previously proposed SEC-based sensing skin that does not require the assumption of a shape function; and 2) it validates the proposed SEC-based sensing skin and the newly proposed ISF method through experimental results obtained from the largest deployment of the SEC-based sensing skin, both in terms of size and sensor count.

2. Background

This section covers the background that is needed to implement the ISF method. This includes a review of the SEC sensors and its electromechanical model, a previously investigated genetic algorithm to determine the optimal placement of RSGs within a network of SECs, and the discussion of a generic Kriging model.

2.1. Soft elastomeric capacitor (SEC)

![Figure 1: A soft elastomeric capacitor (SEC) sensor with key components and reference axes annotated.](image)

The SEC is a robust large-area electronic that is inexpensive and easy to fabricate. Its architecture, manufacturing process, and electromechanical models are presented in Refs. [28, 47, 48] and reviewed here for completeness. The SEC sensor takes the form of a parallel plate capacitor, as shown in Figure 1 where the dielectric is composed of a styrene-ethylene-butadiene-styrene (SEBS) block co-polymer matrix filled with titania (TiO₂) to increase both its durability and permittivity. Its conductive plates are fabricated using a conductive paint, made from the same SEBS, but filled with carbon black particles, painted onto each side of the SEBS matrix. Copper contacts, with an electrically conductive adhesive, are added to the conductors on both the top and bottom plates. These contacts are used for connecting the data acquisition to the SECs with a secure solder connection. Lastly, a thin layer of conductive paint is applied over the copper contacts to ensure a good connection between the copper contacts and the conductors, as seen in Figure 1. Manufacturing of the SEC sensor in various shapes and sizes is relatively simple and does not require any highly specialized equipment or techniques, therefore allowing the technology to be easily scaled.
To ensure the SEC is capable of monitoring the substrate in both tension and compression, the sensor is pre-stretched during its adhesion to the monitored substrate.

The capacitance \( C \) of a parallel plate capacitor can be modeled as a non-lossy parallel plate capacitor assuming a sampling rate of less than 1 kHz:

\[
C = \varepsilon_0 \varepsilon_r \frac{A}{h}
\]

where \( \varepsilon_0 = 8.854 \text{ pF/m} \) is the vacuum permittivity, \( \varepsilon_r \) is the polymer’s relative permittivity, \( A = d \cdot l \) is the sensor area of width \( d \) and length \( l \), and \( h \) is the thickness of the dielectric as annotated in Figure 4.

Assuming small changes in strain, equation 1 leads to a differential equation that relates a change in strain to a change in capacitance \( \Delta C \):

\[
\frac{\Delta C}{C} = \frac{\Delta d}{d} + \frac{\Delta l}{l} - \frac{\Delta h}{h}
\]

where \( \Delta d/d, \Delta l/l, \) and \( \Delta h/h \), can be expressed as strain \( \varepsilon_x, \varepsilon_y, \) and \( \varepsilon_z \), respectively. Assuming a plane stress condition, \( \varepsilon_z = \frac{-\nu}{(1-\nu)} \cdot (\varepsilon_x + \varepsilon_y) \) where \( \nu \) is the sensor material’s Poisson’s ratio taken as \( \nu \approx 0.49 \).

The relative change in capacitance \( \Delta C \) can be related to a change in the sensor’s deformation as:

\[
\frac{\Delta C}{C} = \lambda (\varepsilon_x + \varepsilon_y)
\]

where \( \lambda = 1/(1-\nu) \) represents the gauge factor of the sensor. Since \( \nu \approx 0.49 \), the gauge factor can be estimated as \( \lambda \approx 2 \). Equation 3 shows that the signal of the SEC varies as a function of the sensor’s additive strain, \( \varepsilon_x + \varepsilon_y \).

The SEC’s electro-mechanical model presented in equation 3 has been validated for both static and quasi-static loading conditions [50]. The linearity of the electro-mechanical model has been validated for mechanical excitation under 15 Hz [47]. Additionally, for mechanical responses up to 40 Hz, an altered electro-mechanical model accounting for the dynamic material properties of the SEC was presented in [48], but is not discussed here for brevity.

2.2. Optimal Sensor Placement

The sensing skin used in this work consists of a network of SECs with a few RSGs distributed into the SEC grid to form an HDSN. The numbers and locations of RSGs within an HDSN affect the accuracy of the decomposed strain fields. Therefore, it is important to consider an optimal sensor placement scheme for the RSGs when validating the ISF method. The authors have previously developed a genetic algorithm with a learning gene pool for selecting optimal RSG sensor locations within a network of SECs [46]. The genetic algorithm leverages the intuitive idea that for a set of potential sensor locations \( P \), some sensor locations \( p \) add little or no information to the system. Conversely, some sensor locations add a measurable level of information to the system. Therefore, the goal of the genetic algorithm is to build a set of optimal sensor locations \( P = [p_1...p_m] \) that minimize the error between the system and its estimated state. This goal is achieved through linking sensor locations to genes. The probability of these genes (sensor locations) reoccurring are then mutated over generations by the genetic algorithm. After a sufficient number of generations, only the strongest genes remain and these form a set of sensor locations that constitute an optimal set of RSG locations within the network of SECs. In this work, the system is the true strain maps of the monitored substrate while the estimated state is the strain maps obtained through the ISF method. The error between the true strain field and its estimated state can be expressed in terms of type I and type II errors [45, 46]. In the case where strain maps are obtained for a structure with the intention of detecting damage, a type I error (false positive) is the incorrect classification of a healthy state as a damage state, while, a type II error (false negative) is the failure to detect a structural fault.

Here, a previously developed single objective function [46], borrowed from the field of robust design [51], is used in the multi-objective problem for decreasing the likelihood of type I and type II errors through the optimal placement of RSGs in the HDSN. The occurrence of type I errors within the HDSN’s extracted strain maps is reduced through minimizing the mean absolute error (MAE) between the system and its
estimated state. The use of MAE for selecting sensor locations provides an effective representation of how a structure will perform under various loading conditions. However, if the placement of RSGs is based solely on the MAE of the system, locations of high disagreement between the estimated and real systems will develop. In the case of a load-carrying structural component, such an occurrence could result in the component being stressed passed its design limit (i.e. type II error). Therefore, to reduce the occurrence of type II errors, a second optimization problem based on minimizing the maximum difference between the system and its estimated state (i.e. strain value) at any point on a strain map is introduced, defined as $E_{\text{max}}$. The bi-objective optimization problem (type I and II errors) can be simplified into a single objective function through a straightforward scalarization approach formulated as a linear combination of the bi-objective optimization problem. Considering $n$ possible sensor locations in $\mathcal{P}$, a single objective problem for optimizing the placement of $m$ sensors can be formulated as,

$$
\begin{align*}
\text{minimize} & \quad \text{fit} = (1 - \alpha) \frac{\text{MAE}(P)}{\text{MAE}'} + \alpha \frac{E_{\text{max}}(P)}{E_{\text{max}}'} \\
\text{subject to} & \quad P = [p_1...p_m]^T \in \mathcal{P} \\
& \quad 0 \leq m \leq n \\
& \quad 0 \leq \alpha \leq 1
\end{align*}
$$

(4)

where $\alpha$ is a user-defined scalarization factor used to weight both objective functions and MAE' and $E_{\text{max}}'$ are factors used for normalizing MAE and $E_{\text{max}}$. While the selection of $\alpha$ depends on the structure’s ability to tolerate type I or type II errors, the value of 0.5 has been shown to be a suitable value for similar problems.

2.3. Kriging (Gaussian Process Regression)

Kriging performs two main steps simultaneously: 1) it builds a trend function $h(x) \beta$ based on the available data; and 2) it constructs a Gaussian process using the residuals $Z$ \[51\]. The Kriging-approximated model of the true response $G(x)$ takes the following form

$$
\hat{G}(x) = h(x) \beta + Z(x)
$$

(5)

where $Z(x)$ is a Gaussian process with zero mean, variance $s^2$, and a correlation matrix $\Psi$. The objective is to capture the general trend or the largest variance in the data using the regression function and interpolate the residuals using the Gaussian process. The elements of matrix $\Psi$ are derived by the kernel function that can take different forms to model the spatial correlation in random space. One popular choice is the squared exponential kernel with a vector of hyper-parameters $\theta$ \[52\]:

$$
\psi(x_i, x_j) = \exp\left(-\frac{1}{2} (x_i - x_j)^T \text{diag}(\theta)^{-2} (x_i - x_j)\right)
$$

(6)

where $x_i$ and $x_j$ are two arbitrary points in the input space. The hyper-parameters determine the smoothness of the prediction, and are estimated by maximizing the likelihood of observations given $\Psi$. Subsequently, using the Sherman-Morrison-Woodbury formula, the prediction mean $\mu_G$ and uncertainty $\sigma_G^2$ of Kriging are expressed as \[52\]:

$$
\mu_G(x) = h(x) \beta + r(x) \cdot \Psi^{-1} \cdot (y - F \beta)
$$

(7)

$$
\sigma_G^2(x) = s^2 \left[ 1 - r(x) \Psi^{-1} r(x)^T + \frac{(1 - F^T \Psi^{-1} r(x))^T}{F^T \Psi^{-1} F} \right]
$$

(8)

where $h(x) = [h_1, \ldots, h_p]^T$ is a vector of $p$ trend functions, $y = [y_1, \ldots, y_t]^T$ is a vector of $t$ responses, $\beta$ is the $p$-element vector of the coefficients of the trend functions, and $r(x) = [\psi(x, x_1), \ldots, \psi(x, x_n)]^T$ is a correlation vector between training and testing points. The process variance $s^2$ can be determined as $s^2 = 1/t \cdot (y - F \beta)^T \Psi^{-1} (y - F \beta)$. More details about the Kriging model can be found in reference \[52\].
3. Iterative Signal Fusion (ISF)

This work proposes the new ISF method for strain map reconstruction, with the objective to minimize
the loss of information when fusing the various signals from HDSNs. To build strain maps from a DSN with
a single type of sensor, one may simply use traditional surrogate modeling techniques (e.g. Kriging) when
the source of strain data is limited to the one type of sensor, provided the strain data is obtained for the correct
orientation. However, in the HDSN of interest both unidirectional and additive strain data are collected
at different RSG and SEC sensor locations (see Figure 4(b)). Therefore, a direct implementation of any
traditional surrogate modeling technique would not leverage all potential information in the unidirectional
strain map reconstruction. To overcome this challenge, the proposed ISF method adaptively fuses the
multiple sources of strain information from both the SECs and RSGs to build an optimal prediction of the
unidirectional strain maps. In what follows, the traditional method and proposed methods are explained in
the form of two scenarios.

3.1. Scenario 1 - Traditional Method

First, consider the scenario where no information fusion is applied. The strain measurements collected
by an HDSN can be grouped into three data sets (see the solid-line boxes in Figure 2): 1) x-direction strains
($\varepsilon_x$) at the location of RSG−x sensors ($I_{RSG-x}$), 2) y-direction strains ($\varepsilon_y$) at the location of RSG−y sensors
($I_{RSG-y}$), and 3) additive strains ($\varepsilon_x + \varepsilon_y$) at the location of SEC sensors ($I_{SEC}$). Next, taking $O$ as
the measured strain data, superscripts are added to denote sensor type/locations and subscripts are added to
denote strain map type. For example, $O_{SEC}^{\varepsilon_x + \varepsilon_y}$ represents the additive strain data at the locations of the SEC
sensors while $O_{RSG-x}^{\varepsilon_x}$ represents the additive strain data at the location of the RSG−x sensors. As shown
in Figure 2, traditional surrogate modeling techniques such as Kriging build the model for each of the three
available strain data sets (i.e. $O_{RSG-x}^{\varepsilon_x}$, $O_{RSG-y}^{\varepsilon_y}$, and $O_{SEC}^{\varepsilon_x + \varepsilon_y}$) separately and independently. Therefore, the
$\varepsilon_x$ strain map, the $\varepsilon_y$ strain map, and the $\varepsilon_x + \varepsilon_y$ strain map at an arbitrary point ($x,y$) on the surface of
a structure are defined as:

$$
\varepsilon_x = GP((x,y)|D = \{(I_{RSG-x}^{\varepsilon_x}, O_{RSG-x}^{\varepsilon_x})\}) \quad (9)
$$

$$
\varepsilon_y = GP((x,y)|D = \{(I_{RSG-y}^{\varepsilon_y}, O_{RSG-y}^{\varepsilon_y})\}) \quad (10)
$$

$$
\varepsilon_x + \varepsilon_y = GP((x,y)|D = \{(I_{SEC}^{\varepsilon_x + \varepsilon_y}, O_{SEC}^{\varepsilon_x + \varepsilon_y})\}) \quad (11)
$$

where $GP((x,y)|D)$ denotes the prediction at the arbitrary point ($x,y$) in the 2-D input space using the
Gaussian process or Kriging model which is trained based on the data set $D$. Each model is built using
separate data sets and thus there is no correlation between the outputs. For instance, the SEC sensor data
is not used for constructing either the $\varepsilon_x$ strain map nor the $\varepsilon_y$ strain map.
Algorithm 1 Procedure of ISF using Kriging to construct the strain maps

1: Build the initial Kriging model for all three strain maps \(\triangleright\) Equations 12, 13 and 14
2: Calculate the error estimator \(\xi\). \(\triangleleft\) Equation 21
3: while \(\xi > \xi_0\) do
4: Step 1: \(\varepsilon_y\) map at RSG\(-x\) sensors location \(\triangleright\) Equation 15
5: Step 2: \(\varepsilon_x + \varepsilon_y\) strain map at RSG\(-x\) sensors location \(\triangleright\) Equation 16
6: Step 3: \(\varepsilon_x + \varepsilon_y\) strain map at RSG\(-y\) sensors location \(\triangleright\) Equation 17
7: Step 4: \(\varepsilon_x\) strain map at RSG\(-y\) sensors location \(\triangleright\) Equation 18
8: Step 5: \(\varepsilon_x\) strain map at SEC sensors location \(\triangleright\) Equation 19
9: Step 6: \(\varepsilon_y\) strain map at SEC sensors location \(\triangleright\) Equation 20
10: Calculate the error estimator \(\xi\). \(\triangleright\) Equation 21
11: end while
12: Build the final Kriging models \(\triangleright\) Equations 22 and 23

3.2. Scenario 2 - Proposed Method

Second, consider a scenario that leverages the correlation among the different sources of data in constructing the unidirectional strain maps. The ISF method is proposed based on this premise. To fuse the different sources of information, the proposed ISF method iteratively exploits all three strain measurement sets to estimate the strain responses at sensor locations where such responses are not measured. Figure 3 shows the flowchart of the ISF method. A solid-line box denotes a directly measured strain and a dashed-line box denotes a strain that is not directly measured and needs to be estimated using the ISF method. To this end, Kriging is used to find the best unbiased prediction of strain data at the dashed-line boxes using the available data sets (i.e. RSG\(-x\), RSG\(-y\), and SEC sensor data) as the training data sets. It follows that the unidirectional strain maps can be generated directly from Kriging or any other surrogate modeling techniques based on the expanded data sets at all solid-line and dashed-line boxes.

In Figure 3, all nine possible strain data sets are shown in the main middle block. The three solid-line boxes represent the available strain data sets and the six dashed-line boxes show the unavailable data sets for which one attempts to find the best unbiased predictions (called virtual data set). A pseudo-code of the proposed method is provided in Algorithm 1. The algorithm starts with finding initial guesses for the virtual data sets using the available data sets:

\[
\begin{align*}
\{O_{\varepsilon_x}, O_{\varepsilon_y}\} &= GP\left(I_{\varepsilon_x}, \mathcal{D} = \{I_{\varepsilon_x}, O_{\varepsilon_x}\}\right) \quad (12) \\
\{O_{\varepsilon_y}, O_{\varepsilon_y}\} &= GP\left(I_{\varepsilon_y}, \mathcal{D} = \{I_{\varepsilon_y}, O_{\varepsilon_y}\}\right) \quad (13)
\end{align*}
\]
After finding the initial guesses, the virtual data sets are updated iteratively until the optimal prediction is achieved. As shown by the small arrows in Figure [3], each iteration consists of six sequential steps, each of which updates a Kriging (or strain response) model with the most recent strain measurements/estimates and uses the updated model to estimate the strain responses pertaining to one of the virtual data sets. Step 1 estimates εy at I\text{RSG-\text{x}} (virtual data set O\text{RSG-\text{x}}) based on all available y-strain measurements/estimates, O\text{RSG-\text{y}} and O\text{SEC}, with the following form:

\[ O_{\text{y}}^{\text{RSG-\text{x}}} = GP\left( I_{\text{RSG-\text{x}}} | \mathbf{D} = \{ (I_{\text{RSG-\text{y}}}, O_{\text{y}}^{\text{RSG-\text{y}}}), (I_{\text{SEC}}, O_{\text{SEC}}) \} \right) \tag{14} \]

At Step 2, O\text{y}^{\text{RSG-\text{x}}} (i.e. εy at I\text{RSG-\text{x}}) is used to update the additive strain data O\text{RSG-\text{x}} at the same locations:

\[ O_{\text{x}}^{\text{RSG-\text{x}}} = O_{\text{x}}^{\text{RSG-\text{x}}} + O_{\text{x}}^{\text{RSG-\text{y}}} \tag{15} \]

At Step 3, the virtual data set O\text{y}^{\text{RSG-\text{y}}} is updated using a Kriging model trained with the true data set O\text{SEC} and virtual data set O\text{RSG-\text{x}}:

\[ O_{\text{x}}^{\text{RSG-\text{y}}} = GP\left( I_{\text{RSG-\text{y}}} | \mathbf{D} = \{ (I_{\text{SEC}}, O_{\text{SEC}}), (I_{\text{RSG-\text{x}}}, O_{\text{x}}^{\text{RSG-\text{x}}}) \} \right) \tag{16} \]

At Step 4, the updated O\text{y}^{\text{RSG-\text{y}}} is used to predict O\text{y}^{\text{RSG-\text{y}}}: 

\[ O_{\text{y}}^{\text{RSG-\text{y}}} = O_{\text{x}}^{\text{RSG-\text{y}}} - O_{\text{x}}^{\text{RSG-\text{y}}} \tag{17} \]

At Step 5, O\text{SEC} is updated using the following equation:

\[ O_{\text{x}}^{\text{SEC}} = GP\left( I_{\text{SEC}} | \mathbf{D} = \{ (I_{\text{RSG-\text{x}}}, O_{\text{x}}^{\text{RSG-\text{x}}}), (I_{\text{RSG-\text{y}}}, O_{\text{x}}^{\text{RSG-\text{y}}}) \} \right) \tag{18} \]

Lastly, Step 6 updates O\text{SEC} using the values solved for in Steps 4 and 5 (equations 18 and 19):

\[ O_{\text{y}}^{\text{SEC}} = O_{\text{x}}^{\text{SEC}} - O_{\text{x}}^{\text{SEC}} \tag{19} \]

After performing the 6 sequential steps, the strain estimates in all virtual data sets (dashed-line boxes) will be updated. The iteration continues until the level of change in the strain values pertaining to all dashed-line boxes converges close to zero. To this end, an error estimator is defined as:

\[ \xi = O_{\text{x}}^{\text{RSG-\text{x}}} - GP\left( I_{\text{RSG-\text{x}}} | \mathbf{D} = \{ (I_{\text{RSG-\text{y}}}, O_{\text{x}}^{\text{RSG-\text{y}}}), (I_{\text{SEC}}, O_{\text{SEC}}) \} \right) \tag{20} \]

If the change in O\text{RSG-\text{x}} over sequential iterations converges to a same number (i.e. ε < ε0), then the algorithm is stopped and the final Kriging models are built based on all measured/estimated εx and εy strain data to reconstruct the unidirectional strain maps, expanded for the entire surface area of the structure:

\[ \varepsilon_{\text{x}} = GP\left( (x,y) | \mathbf{D} = \{ (I_{\text{RSG-\text{x}}}, O_{\text{x}}^{\text{RSG-\text{x}}}), (I_{\text{RSG-\text{y}}}, O_{\text{x}}^{\text{RSG-\text{y}}}), (I_{\text{SEC}}, O_{\text{SEC}}) \} \right) \tag{21} \]

\[ \varepsilon_{\text{y}} = GP\left( (x,y) | \mathbf{D} = \{ (I_{\text{RSG-\text{x}}}, O_{\text{x}}^{\text{RSG-\text{x}}}), (I_{\text{RSG-\text{y}}}, O_{\text{x}}^{\text{RSG-\text{y}}}), (I_{\text{SEC}}, O_{\text{SEC}}) \} \right) \tag{22} \]

4. Methodology

This section presents the methodology used in validating the ISF method. First, an experimental test bench specifically designed for validating the ISF method is introduced, followed by the introduction of an FEA model of the test bench that is used for the numerical validation of the ISF method.
Figure 4: Experimental setup used for validating the proposed method: (a) picture of the test bench with key components annotated; (b) schematic of the test bench showing the locations of the sensors, loading point, and added mass.

Table 1: Parameters used in constructing the FEA model.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abaqus element type</td>
<td>C3D8R</td>
<td>Young’s Modulus (aluminum)</td>
<td>68.9 GPa</td>
</tr>
<tr>
<td>element type</td>
<td>linear brick</td>
<td>Poisson’s ratio 0.21 (aluminum)</td>
<td>0.33</td>
</tr>
<tr>
<td>element nodes</td>
<td>8</td>
<td>density (aluminum)</td>
<td>2,700 kg/m³</td>
</tr>
<tr>
<td>element integration points</td>
<td>1</td>
<td>Young’s Modulus (fiberglass)</td>
<td>15 GPa</td>
</tr>
<tr>
<td>elements total</td>
<td>298,065</td>
<td>Poisson’s ratio (fiberglass)</td>
<td>0.21</td>
</tr>
<tr>
<td>elements (aluminum connection)</td>
<td>32,340</td>
<td>density (fiberglass)</td>
<td>4,500 kg/m³</td>
</tr>
<tr>
<td>elements (fiberglass plate)</td>
<td>265,725</td>
<td>plate dimensions</td>
<td>$500 \times 900 \times 3.18$ mm³</td>
</tr>
</tbody>
</table>
Table 2: Locations of RSGs used in the ISF method.

<table>
<thead>
<tr>
<th>number of RSGs used</th>
<th>RSGs locations used for $\varepsilon_x$</th>
<th>RSGs used for $\varepsilon_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>8, 10</td>
<td>3, 7</td>
</tr>
<tr>
<td>8</td>
<td>1, 4, 5, 7</td>
<td>1, 8, 9, 10</td>
</tr>
<tr>
<td>12</td>
<td>3, 5, 6, 7, 9</td>
<td>1, 4, 5, 6, 7, 8, 10</td>
</tr>
</tbody>
</table>

4.1. Experimental setup

The test bench developed for validating the ISF method is shown in Figure 4. An HDSN consisting of 40 SECs and 20 RSGs (10 measuring $\varepsilon_x$ and 10 measuring $\varepsilon_y$) was deployed onto the surface of a fiberglass plate with a geometry of $500 \times 900 \times 2.6$ mm$^3$, as shown in Figure 4(a). Figure 4(b) is a schematic of the sensor layout showing the locations of the SECs and RSGs, where each RSG location has two RSGs (model #FCA-5-350-11-3LJBT, manufactured by Tokyo Sokki Kenkyujo), individually measuring $\varepsilon_x$ and $\varepsilon_y$. The RSG locations are numbered 1-10, for later use in selecting RSGs to be utilized as part of the ISF method. Additionally, the four SECs denoted A, B, C, and D are used for investigating temporal strain data. A yellowing is present on some of the sensors’ dielectrics (see sensors A and C for example). This yellowing does not appear to affect the sensors’ strain measurements, as it will be discussed later in this work. The plate’s left-hand side is bolted to an aluminum support ($12.7 \times 76.2 \times 500$ mm$^3$) to form a rigid connection. The rigid connection was added to eliminate the strain complexities that would be present if the hinges were connected directly to the fiberglass plate. This rigid connection is then attached to the frame through a pinned connection. The right-hand side of the plate is restrained in the vertical direction through the use of two lightly greased rods of diameter 12.7 mm to form a roller connection. Each SEC covers an area of $38 \times 38$ mm$^2$ and these SEC sensors are deployed in a $5 \times 8$ grid array. The center of an SEC sensor is used as the location of the sensor in the ISF method. The SEC and RSG data are sampled simultaneously at 17 samples per second. The SECs are measured using a custom-built data acquisition system that includes active shielding in the cable to remove the cable’s parasitic capacitance. The RSGs are measured using three quarter bridge analog input modules (NI-9236, manufactured by National Instruments) mounted in a chassis (cDAQ-9178, manufactured by National Instruments). Additionally, the same chassis is used to obtain measurements from the LVDT (model #0244, manufactured by Trans-Tek) measured through a 16-bit analog input module (NI-9205) while also providing a simultaneous trigger source for the SEC and RSG DAQs through a sourced digital output (NI-9472, manufactured by National Instruments).

Two experimental load cases are considered during the course of this work. For load case 1, the plate is excited with a displacement controlled force at the center of the plate, as annotated in Figure 4, sourced from a stepper motor located under the plate. The excitation force is a 20 mm sinusoidal load at 0.25 Hz. Load case 2 uses the same driving displacement and frequency, but includes a 0.5 kg mass added to the edge of the plate (see Figure 4(b)) to introduce some complexities into the strain maps. To eliminate any high-frequency noise in the SEC signal, a fifth order Butterworth filter with a cutoff frequency of 10 Hz was applied to the raw SEC signals. No filtering was applied to the RSG signals.

4.2. FEA model

Numerical validation for the ISF method is performed through an FEA model of the experimental test bench created in Abaqus [53]. The FEA model included the fiberglass plate and the rigid aluminum connection that connects the pinned connections to the fiberglass plate. It was constructed using 298,065 eight-node brick elements with 1 integration point to allow for simple modeling of the connection between the fiberglass plate and the rigid aluminum connector. Constraints were modeled as a pinned connection at the plate’s left-hand side and a roller connection on the plate’s right-hand side. All materials were considered to be isotropic. In the fiberglass plate, nine elements are used through its thickness to prevent shear locking. A convergence test was performed and the selected model parameters yielded an error of less than 1% when compared to the FEA model with 1.2 million elements. The key parameters of the FEA model used in this
numerical validation are listed in Table 1, where the material constants for the aluminum were taken from the material’s data sheet and the material properties for the fiberglass were obtained experimentally from material drops. Similar to the experimental validation, two load cases are considered: 1) load case 1 consists of the plate displaced 20 mm upward at the middle; and 2) load case 2 consists of the same displacement but with the addition of a 0.5 kg load at the center along the top edge, as shown in Figure 4(b).

Optimal sensor placement using the genetic algorithm presented in [46] and reviewed in section 2.2 was performed using the results for both load case 1 and 2. The genetic algorithm was solved over 500 generations using a population of 50 offsprings per generation. An initial guess for the genetic algorithm was generated by finding the lowest MAE for a set of 50 randomly selected RSG sensor locations. Then, MAE' and \( E_{\text{max}}' \) were set by solving for the MAE and point of maximum disagreement \( (E_{\text{max}}) \) for the initial guess. Table 2 reports the RSG sensors, numbered to correspond with the RSG sensor locations depicted in Figure 4(b), used for developing the strain maps. When calculating the error between the FEA and ISF generated strain maps, every point on the FEA model was used excluding a 50 \( \times \) 50 mm\(^2\) square around the loading point. This was excluded as the FEA creates relatively high, highly localized strain values around the 30 mm circular loading point used in the FEA model to simulate the washer used in the real experimental setup.

5. Results

5.1. Temporal strain data

Figure 5 presents the temporal data results for sensors A, B, C, and D as denoted in Figure 4(b). These sensors were selected to demonstrate the range of SEC sensor signals under varying strain conditions, including two sensors that experienced the yellowing of the dielectric discussed in section 4.1. For clarity, only every other strain data point is reported for an individual SEC sensor with its corresponding marker type. The raw SEC signal is presented as a hollow marker while the signal filtered with a low-pass Butterworth filter is presented as a filled marker on a dotted line. As shown in Figure 5, sensor D experiences the highest level of noise, which is due in part to the sensor having the longest cable at 1.2 meters and the lowest level of
Figure 6: Strain maps obtained through the FEA and the ISF method using the experimental data with 4, 8 and 12 RSGs.
strain. However, even with the high noise level and relatively low localized strain, the filtered signal provides a smooth signal that can be used for the ISF method.

5.2. Numerical investigation of strain maps

Figure 6 reports the strain maps obtained through the FEA analysis (first row) for both load cases and the strain maps estimated using the ISF method with 4, 8, and 12 RSGs. From the FEA analysis, a difference can be observed in strain maps developed using load case 1 and those using load case 2, particularly in the $\varepsilon_x$ strain maps. The added mass exerts a compressive force on the top of the plate where the mass is added (see Figure 4(b) for the location of the added mass). This compressive force reduces the magnitude of the tensile strain along the top of the plate. The unidirectional strain maps developed using the ISF method with 4, 8, and 12 optimally placed RSGs (Table 2) are presented on rows 2, 3, and 4, respectively.

Load case 1, a simpler loading configuration, is generally easily solved for using any numbers of RSGs. The largest points of disagreement between the FEA and ISF strain maps are around the loading connection. This is as hypothesized, because the sensor network is relatively sparse compared to the complexity of this local strain topology. In comparison, the more complicated strain topology caused by load case 2 benefits more from the increasing number of strain gauges. With a sufficient number of RSGs, the reconstructed strain maps try to fit the complex strain topologies around the location of the mass. In particular, the ISF method with 8 and 12 RSGs benefits from the higher numbers of RSGs as the optimal sensor placement algorithm selected RSG location #1 for the RSGs that measure $\varepsilon_y$. This added strain information at a location close to the added mass allows the ISF method to greatly increase its ability to track the complex strain topology, although this highly localized information causes the ISF method to overestimate the spatial distribution of the compressive load at top of the plate, as depicted by the large purple area in the $\varepsilon_y$ strain maps for 8 and 12 RSGs in load case 2.

5.3. Effect of RSGs on strain maps

Next, the effect of increasing the number of RSGs used in the ISF method is investigated and presented in Figure 7. This study uses the FEA model’s derived strain maps to better investigate the effect of adding RSGs to the ISF method without considering the effect of other complications found in experimental testing (i.e., noise). Results are quantified using the error in the FEA strain maps (MAE and $E_{\text{max}}$) for both loading conditions. As before, a 50 × 50 mm² square around the loading point is excluded when calculating the error to prevent the highly localized strain results from complicating the investigation. As expected and plotted in Figure 7, the introduction of more RSGs into the ISF method results in a reduction of both quantifiable error values.

Figure 7: ISF reconstruction error as a function of the number of RSGs used in the algorithm formulation. The error is calculated using both load cases 1 and 2.
5.4. Experimental Investigation of Strain Maps

Here, the experimental implementation of the ISF method is presented. Figure 8 shows that the ISF method is capable of reconstructing strain maps for the experimental test plate. While no full-field strain data is available for the experimental test bench, the algorithm does generate strain maps close to those predicted by the FEA model. This is particularly true in load case 2 where the ISF method is capable of capturing the complex topology caused by adding the mass to the top of the plate. Deviations between the FEA model results and the experimental data could be caused by various factors, including material variations, imperfect loading conditions, and the fact that the FEA model does not account for the added mass and stiffness from the sensor wires.

Figure 9 reports the temporal error results for the case with the ISF method with 12 RSGs over a typical load cycle. For this figure, the error is calculated by using the readings from all 20 RSGs. The RSGs were selected due to their high reliability and low level of noise. As expected, the error parameters increase when the magnitude of the displacement increases. This is due to the higher levels of strain in the system. Figure 9(a) presents the temporal error data for load case 1 while Figure 9(b) presents the temporal error data for load case 2. As expected, the errors are consistently higher for load case 2 (figure 9(b)) due to the more complex loading configuration.

6. Conclusion

We have proposed a robust method for the development of unidirectional strain maps from the additive strain signal of a novel large-area electronic, termed the soft elastomeric capacitor (SEC). When deployed in a network configuration, SECs can cover large-scale surfaces and can be used to reconstruct physics-based features for condition assessment, such as strain maps and deflection shapes. Given that each SEC measures the summation of the orthogonal strains (i.e. $\varepsilon_x + \varepsilon_y$), the proposed method retrieves the magnitude and
directional information of strain prior to reconstructing strain maps. The proposed method, termed iterative signal fusion (ISF), adaptively fuses the different sources of signal information (e.g. from SECs and RSGs) to build best-fit unidirectional strain maps for the monitored structure. Each step of ISF contains an update process for strain maps based on a Kriging model. We have investigated the accuracy of the proposed method by developing an experimental test bench which is the largest deployment of the SEC-based sensing skin to date. We have utilized a network of 40 SECs deployed on a grid \((5 \times 8)\) and an optimal sensor placement algorithm to select the optimal RSG sensor locations within the network of SECs. This optimal sensor placement algorithm, previously developed by the authors, leverages the intuitive idea that not all potential sensor locations hold the same level of information. Two experimental load cases were considered during the course of this work. These load cases consist of a displacement controlled force at the center of the experimental plate and a similar load case but with a mass added to the edge of the plate to introduce some complexities into the strain maps. For both load cases, the results show that the proposed ISF method successfully develops strain maps for the experimental test plate. In addition, a finite element analysis model of the experimental test bench was developed to numerically verify the accuracy of the proposed ISF method. While no full-field strain data is available for the experimental test bench, we have shown that the
results of unidirectional strain maps reconstructed using the ISF method strongly correlate with the results generated by the numerical finite element analysis model.
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